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Intelligent Viaduct Recognition and Driving Altitude
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Abstract—The rapid development of road networks in highly ur-
banized cities requires a substantial number of viaducts to reduce
the increasing traffic burden on urban highways. Unfortunately,
this road design deteriorates the performance of global position-
ing system (GPS) navigators due to the signal blockage between
satellite and receiver. As a result, it is difficult for GPS naviga-
tors to determine whether the vehicle is driving on the street or
viaduct. Misleading information could confuse drivers and lead
them to drive irregularly, which is dangerous in heavy traffic. This
paper proposes a novel classification algorithm based on the fact
that different satellite signals and conditions can be observed in
the on-street and on-viaduct cases by the implementation of dy-
namic Bayesian network (DBN) to distinguish the driving area of
a vehicle. In addition, the proposed DBN can also accurately esti-
mate the driving altitude of the vehicle according to the experiment
results.

Index Terms—Autonomous driving, GPS, GNSS, land applica-
tion, localization, navigation, urban canyon.

I. INTRODUCTION

G LOBAL positioning systems (GPS) play a very impor-
tant role from the point of view of vehicle navigation and

safety applications of intelligent transportation system (ITS). In
highly developed cities, viaducts, namely, road bridges, are used
to reduce the burden of traffic. Vehicle GPS navigation suffers
from signal blockage under viaducts or bridges; hence, it is dif-
ficult to estimate the height of the vehicle accurately. As a result,
road users experience a lot of misguidance from GPS navigators
when driving in streets with viaducts, in particular in the junc-
tion of interchange between the street and viaduct [1], [2]. The
misguidance could invoke unexpected driving behavior, intro-
ducing uncertainty in the traffic environment in terms of safety
and traffic jams. Some Garmin models, including Nuvi 2455,
2465T, and 3790T, allow manual selection to indicate whether a
driver is driving on or off the viaduct. Even though this feature
can solve the problem, it also distracts the driver, leading to dan-
gerous scenarios. There are several ways to apply sensors that
distinguish whether a vehicle is on/off a viaduct and recognize
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elevation, e.g., active sensors such as Employee Transporta-
tion Coordinator (ETC) reader, radio-frequency identification
(RFID) reader [3], [4] and passive sensors such as barometer
[5], inertial navigation system (INS) [6] and camera [1], [2].
They have been proven to be effective but require additional
costs [7], [8]. For current automobiles, a cost-effective solution
would be a standalone GPS navigator, which consists of a GPS
receiver and road map information. The objective of this paper,
therefore, is to develop a new algorithm based on the informa-
tion of the GPS receiver calculated position, satellite visibility
and viaduct height to recognize whether the vehicle is driving
on or off viaducts. The key innovative point is to use satellite
visibility and pseudorange similarity as the important factors
due to the characteristic of satellite blockage under viaducts.

A sequential importance resampling (SIR) particle filter (PF)
integrated with dynamic Bayesian network (DBN) is proposed.
The state of each particle contains the height and the recognition
of an automobile on a viaduct. A logistic regression is used to
train a probability model based on the satellite visibility and
height of a particle. Finally, the likelihood function of each
particle is decided by the pseudorange residual calculated by the
receiver calculated 2D position and given height of the particle.
Four typical automobile driving scenarios are tested near an
urban viaduct environment: 1) under viaduct, 2) on viaduct, 3)
from street to viaduct and 4) from viaduct down to street. The
commercial u-blox GNSS receiver can only estimate correctly in
the on viaduct case because of open-sky signal reception. In the
under viaduct case, the estimated height information of u-blox
is inaccurate and misleading. On the other hand, the proposed
method correctly determined that the vehicle stayed under the
viaduct. In the case of vehicle driving from street to viaduct,
the proposed method only requires a few seconds to switch the
determination from driving under to on the viaduct.

In Section II of this paper, we discuss the difficulties of con-
ventional approaches. The developed DBN method, inferred by
the particle filter, is introduced in Section III. Experiment setup
and results are shown in Section IV. Finally, conclusions and
implications of this study are summarized in Section V.

II. PROBLEM STATEMENT

This section evaluates the conventional approaches to deter-
mining whether a vehicle is driving on or off a viaduct to describe
the expected problems to be solved. Two kinds of conventional
approach, general GPS positioning methods and map matching,
are discussed.
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Fig. 1. (a) Estimated altitude by GNSS receiver (u-blox M8) and applying
its measurement based on DGNSS and RTK techniques. (b) The number of
satellites received by the GNSS receiver.

A. Performance of Conventional GPS Approaches

An intuitive approach to determine automobile driving on/off
viaduct is to obtain the estimated altitude by GPS receiver. If
it is higher than the height of the viaduct, then the vehicle is
very likely to be on top of it and vice versa. A test drive starting
from the street and climbing to the viaduct is conducted in an
urban canyon in Tokyo. The results of a consumer-level GNSS
receiver applied with well-known GPS argumentation methods
are shown in Fig. 1. The differential GNSS (DGNSS) [9] and
real-time kinematic (RTK) [10] cannot output a single point so-
lution in most of the period while driving in the street because
of a lack of received satellites. After the climb to the viaduct, the
number of received satellites increased, and both GPS methods
were then capable of outputting an altitude solution. As shown
at the top of Fig. 1, their accuracies do not satisfy the need
to distinguish the vehicle location. The GPS receiver usually
implements sophisticated filters so that it can always provide
localization service [11]. Its altitude estimation is not accurate
enough to be a distinctive hint. In fact, GPS positioning the-
ory is deficient in altitude estimation due to the limited satellite
distribution in elevation direction as shown in Fig. 2. This char-
acteristic results in the vertical dilution of precision (V-DOP)
usually being higher than the horizontal DOP (H-DOP) [12]. In
other words, localization accuracy in the vertical is worse than
that in the horizontal. An observation from the bottom panel of
Fig. 1 is that the number of satellites received is highly corre-
lated with driving altitude since the viaduct will easily block the
line-of-sight (LOS) transmission path between the satellite and
vehicles driving on the street. This research is inspired by this
observation and further derives an on/under viaduct scenario
recognition algorithm.

B. Map Matching

General map matching (MM) algorithm matches the localiza-
tion solution provided by the GPS receiver on a 2-dimensional

Fig. 2. Demonstration of geometric defection in vertical estimation of GPS
positioning. The available degree in horizontal (blue) and vertical (red) direc-
tions are 360 and 90, respectively.

Fig. 3. Illustration of two difficult cases using map matching to recognize the
altitude of automobile.

(2D) map. Inaccurate solutions, such as points inside buildings,
can be discarded. In addition, the estimated vehicle trajectory
can be shaped according to the road map. Intuitively, this is
achieved by comparing the solution points with the nearest seg-
ment. This is proven effective for improvement of GPS localiza-
tion accuracy [13]–[16]. However, there are two difficult cases
for MM even if assuming the 2D localization result provided by
GPS is accurate. They are illustrated in Fig. 3.

In Case I, the MM algorithm will be difficult to determine
if no destination information is provided [17]. Case II requires
the 2D maps to provide the location of multiple lanes within a
street. A lane-level map matching with the aid of vision sensor
was proposed [18]. In 2014, a highly detailed map designed
for autonomous driving was introduced, known as the lanelet
map [19]. Based on the particular map design, a new lane-level
map matching based on the path hypothesis of the vehicle was
proposed [20]. However, a large amount of time is still necessary
to prepare the highly detailed 2D maps. For example, currently,
the map provided by OpenStreetMap (OSM) [21] in our test
field is insufficient to perform the lane-level map matching.
Based on the reasons above, the map matching algorithm is not
considered in this work.

Research of 3D map matching using GPS and enhanced detail
of 3D digital map is a promising approach to improve urban GPS
localization [22]–[24]. GNSS shadow matching, which is one of
the most famous 3D mapping aided (3DMA) GNSS localization
methods, makes use of a 3D building model to generate building
boundaries to predict satellite visibility [25], [26]. Its application
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in land vehicle localization is discussed and improved in [27].
Instead of excluding the GNSS multipath and non-line-of-sight
(NLOS) effects, many studies use the ray-tracing simulation and
3D building model to estimate the reflection length of the GPS
signal and further improve localization accuracy [28]–[30]. This
pseudorange-based 3DMA GNSS method is finally improved to
a performance with a localization accuracy of less than 3 me-
ters in the across-street direction even in highly urbanized areas
[31], [32]. However, all of the listed studies focus on the esti-
mation of the horizontal position. The vertical position of the
vehicle is usually assumed as the summation of the elevation
and vehicle height, as the 3DMA GNSS is usually implemented
by hypothesis-based estimation methods such as particle filter.
Thus, the computation load of 3-dimensional particles is ex-
cessive [33]. In addition, 3D mapping of urban viaducts is too
complex for current 3DMA methods. As a result, the application
of 3DMA in the estimation of vehicle altitude remains open.

III. DYNAMIC BAYESIAN NETWORK (DBN)

In this paper, not only is vehicle on/under bridge estimated
but also the altitude of the vehicle. This requirement implies
that both discrete and continuous states are required to be esti-
mated. In general, the discrete state can be classified by the hid-
den Markov model (HMM). The continuous states are usually
estimated by linear dynamic systems (LDS), such as Kalman
filtering. In fact, both HMM and Kalman filter can be regarded
as a simple form of dynamic Bayesian network (DBN) with
proper assumptions. A complex DBN is therefore able to com-
bine a HMM with a LDS, which is used in this study [34]. The
random variable that is used as the states of the proposed DBN
is introduced as follows.

H: Vehicle driving height (altitude) above mean sea level.
B: Decision of vehicle driving on/under bridge (viaduct). This

paper assumes that the vehicle is driving on or under a bridge,
and the climb to the bridge is neglected.

Bt ∈ {on,under} (1)

SV: GNSS satellite visibility of vehicle. The definition of
satellite visibility is the number of acquired satellites dividing
the expected number of satellites in view. Value 0 indicates that
no satellites are visible to the receiver, implying the vehicle
is likely to be in an indoor area. The expected position of the
satellite can be estimated by the broadcast almanac [35].

SVt ∈ [0, 1] (2)

X: Horizontal position of vehicle provided by receiver.

Xt =

[
xlat

t

xlon
t

]
(3)

Sp: Speed of vehicle provided by receiver.
PR: Pseudorange measurements provided by receiver. ρ de-

notes the pseudorange, which consists of the LOS distance,
delays and receiver clock bias. j denotes the number of satellites
received at time t.

PRt =
{

ρ1
t . . . ρj

t

}T

(4)

Fig. 4. Proposed two-slices DBN model. The rectangular and round shapes
denote the continuous and discrete values, respectively. The solid and dash
lines denote intra-temporal and inter-temporal causal edges, respectively. The
shaded rectangular shapes denote either observation (PRt , Xt ) or context
information (SVt , Mt , Spt ).

M: Heights of bridge and street provided by digital map. This
paper assumes the heights of the street and bridge (viaduct)
are available in the future navigator. The received calculated
position is used to find the bridge height close to the vehicle
position. The heights are also in mean sea level.

M t = Map (Xt) =

[
hbridge

t

hstreet
t

]
(5)

The overview (dependency graph) of the proposed DBN is
given in Fig. 4.

The designed state transition model can be summarized as:

P (Bt,Ht |SVt,Mt, Spt , Bt−1 ,Ht−1)

= P (Bt |SVt,Mt, Spt ,Ht−1 , Bt−1)×P (Ht |Bt,Bt−1 ,Ht−1)
(6)

The on/under viaduct model P (Bt |SVt,Mt, Spt ,Ht−1 ,
Bt−1) and dynamic model P (Ht |Bt,Bt−1 ,Ht−1 , Spt) will be
introduced in Sections III-A and III-B, respectively. The obser-
vation model is represented as P (PRt|Xt,Ht), which will be
introduced in Section III-C. Finally, the inference of the DBN
is given in the last sub-section.

A. Vehicle On-Under Viaduct Determination Model

This model is inspired from the fact that satellite visibility has
strong correlation with the driving area of a vehicle as shown in
the bottom panel of Fig. 1. The definition of satellite visibility is
the number of acquired satellites dividing the expected number
of satellites in view as (7).

SV =
number of SV received

{SV by almanac|el > 10o} (7)

The expected number of satellites can be calculated by pre-
dicting the satellite position using the almanac attached in the
satellite navigation data [35]. In a general setting, satellites with
an elevation angle, el, less than 10 degrees will not be used in
the positioning process. It is important to note the number of
acquired satellites, and the received signal strength could be af-
fected by the dynamics of the receiver, as noted by [11], [36],
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Fig. 5. Illustration of the proposed probabilistic model based on the ratio of
the vehicle altitude in bridge and street.

[37]. The reflected signals, also well-known NLOS, will contin-
uously affect the signal acquisition and tracking processes [38].
Thus, the velocity of the receiver must be used as indication to
separate the model into dynamic and static cases [39].

In addition to satellite visibility, the estimated altitude of the
vehicle is also essential for the algorithm to make the decision.
A probabilistic model of vehicle on bridge based on the vehicle
height is proposed, and its idea is illustrated in Fig. 5. If the
estimated altitude is in the middle, i.e., right between the street
and bridge (the green dot on the right of Fig. 5), the probability
of vehicle on bridge should be 50%.

If the estimated altitude is the altitude of the bridge, the prob-
ability of vehicle on bridge should be 100%. If a ridiculous
altitude is estimated – for instance, a very high altitude could
lead to dbridge ≈ dstreet – the probability of vehicle on bridge
is about 50%. The probabilistic model can be expressed as:

P (Bt = on|Ht−1) =
2
π

tan−1

⎛
⎝

∣∣∣hbridge
t − Ht−1

∣∣∣
|hstreet

t − Ht−1 |

⎞
⎠ (8)

Both the satellite visibility and probabilistic model of vehicle
on bridge are considered as essential factors; hence, they are
used in a binominal logistical regression to train the decision
model [40]. The training datasets are collected under a scenario
where the vehicle drives from the street and climbs to the bridge.
The P (Bt = on) is labelled as 0 or 1 while the vehicle is under or
on bridge, respectively. The data during the climb are excluded
from the dataset because of the difficulty of labelling a true
P (Bt = on). The model is shown in (9) and visualized in Fig. 6.
The data for satellite visibility and ground truth altitude are
collected and labelled with the correct decisions.

P (Bt = on|SVt,Mt, Spt ,Ht−1) =⎧⎪⎨
⎪⎩

exp (L (SVt, P (Bt = on|Ht−1)))
1 + exp (L (SVt, P (Bt = on|Ht−1)))

, Spt > η

P (Bt−1 =on|SVt−1 ,Mt−1 , Spt−1 ,Ht−2) , otherwise
(9)

P (Bt =under)=1 − P (Bt = on) (10)

Fig. 6. Visualization of the trained vehicle on-under bridge determination
model.

where η denotes a pre-defined velocity threshold to determine
whether the vehicle is moving or stopping. If the vehicle is
stopping, the model remains the same value as in the previous
epoch. This papers adopts 1.5 meters per second as the threshold
based on the rule of thumb. L is a linear function of influential
factors.

L (SVt, P (Bt |Ht−1)) = β1 + β2SVt + β3P (Bt |Ht−1)
(11)

where β0 , β1 and β2 are −11.1, 13.6 and 11.5, respectively.
The trained model while the vehicle is in dynamic mode is shown
in Fig. 6. As can be seen, the higher the satellite visibility that
is obtained, the higher the probability that the vehicle is driving
on the bridge.

B. State Transition Model

For reasons of simplicity, P (Bt = on) is used to denote
P (Bt = on|SVt,Mt, Spt ,Ht−1) in this sub-section. A mov-
ing average (MA) model is applied to describe the transition
of the decision model since the vehicle will not suddenly jump
onto a bridge, which is expressed as:

P (Bt = on|Bt−1 = on) =
1
κ

P (Bt = on)

+
κ − 1

κ
P (Bt−1 = on) (12)

where κ denotes the order of the MA model, and a second-
order model is used heuristically. It is important to note that
the decision of a vehicle on a bridge can reveal the height of
a vehicle. In addition, based on the fact that the vehicle only
drives on streets and bridges rather than at ridiculous heights, a
linearized equation can be expressed as shown below:

H
P (Bt =on)
t = hstreet

t + P (Bt = on) ·
(
hbridge

t − hstreet
t

)
(13)
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Again, an MA model is used to represent the relationship
from the state decision B to state height H as below.

Ht =
1
κ

H
P (Bt =on)
t +

κ − 1
κ

Ht−1 (14)

C. Observation Model

There are two common levels of GPS observation, and they
can be formatted as NMEA and RINEX. NMEA data contain the
information of the number of the received satellite and 3D posi-
tion and the velocity of the automobile estimated by the GNSS
receiver. RINEX data include raw pseudorange, Doppler shift
and carrier phase measurements of each acquired GNSS signal.
For the proposed method, there are two reasons that RINEX is
more beneficial than NMEA. First, the localization result from
NMEA is estimated by the GPS receiver itself, which is imple-
mented with a strong but ambiguous filtering technique. This
filtering technique will lead the multipath effects of previous
epochs also affecting the current one. Therefore, the NMEA-
based observation model cannot fully represent the likelihood
function of the current epochs. On the other hand, RINEX pro-
vides the pseudorange for an epoch by epoch positioning; hence,
it can better estimate the likelihood function of the observation
model. Second, the pseudorange measurements can be evalu-
ated using the idea of a consistency check. As indicated by [41],
the pseudorange residue can be regarded as an evaluation index
of the consistency between all the measurements.

Using RINEX level GPS data, the general least square using
pseudorange measurement is applied to estimate the receiver
position, and clock bias is shown in (15).

PRt = GXt + ωt, ω ∈ N (0, σω ) (15)

where ω denotes a zero-mean Gaussian noise and G denotes
the observation matrix consisting of the unit line of sight (LOS)
vector between the satellite and receiver positons, which is:

G =

⎡
⎢⎣

alat,1 alon,1 aalt,1 1
...

...
...

...
alat,j alon,j aalt,j 1

⎤
⎥⎦ (16)

where ae,1 denotes a unit LOS vector between the receiver and
the 1st satellite. The fourth column of G is 1 because all the
pseudorange measurements share the identical receiver clock
bias [12]. This paper assumes that the consumer-level GNSS
receiver-estimated horizontal position is relatively more accu-
rate than the height because of the characteristic of satellite
geometry mentioned earlier. Thus, the estimated horizontal po-
sition and the height predicted by the dynamic model are applied
to (15); as a result, the receiver clock bias is the only unknown
to be estimated as (17).

bt =

⎡
⎢⎣

ρ1,t

...
ρj,t

⎤
⎥⎦ −

⎡
⎢⎣

alat,1 alon,1 aalt,1
...

...
...

alat,j alon,j aalt,j

⎤
⎥⎦

⎡
⎢⎢⎣

xlat
t

xlon
t

Ht

⎤
⎥⎥⎦ (17)

Hence, the pseudorange residue can also be calculated by:

ε̂ = PRt −

⎡
⎢⎣

alat,1 alon,1 aalt,1
...

...
...

alat,j alon,j aalt,j

⎤
⎥⎦

⎡
⎢⎢⎣

xlat
t

xlon
t

Ht

⎤
⎥⎥⎦ − b̂t (18)

Finally, the sum of square error (SSE) can be calculated as
(19) to indicate the bias of normal distribution model.

SSE = ε̂T ε̂ (19)

Thus, the observation model can be written as:

P (PRt|Xt,Ht) = N (SSE, σω ) (20)

However, if the pseudorange measurement is not available
from the GPS navigator, the NMEA level of measurement will
be used instead. In that case, the observation model is modelled
using the difference between the particle height and receiver
estimated height. Thus, the observation became:

P (PRt|Xt,Ht) = N (|Ht − Hrcv
t | , σH ) (21)

where σH denotes the noise of the height estimation of the GPS
navigator.

D. Inference of DBN by Particle Filter

A sample-based estimation method, particle filter (PF), is
used to infer the states. Particularly, a sequential importance
resampling (SIR) particle filter is selected due to the assump-
tion that the prior probability distribution is distributed as an
importance function [42]. The weighting of the particle can be
denoted as:

wi
t ≈ wi

t−1P
(
PRt|Xt,H

(i)
t

)
(22)

The weight average of the height and probability of vehicle
on bridge can be determined.

P (Bt) =
n∑

i=1

P
(
Bt,H

(i)
t |SVt,Mt, Spt , Bt−1 ,H

(i)
t−1

)

× wi
t−1P

(
PRt|Xt,H

(i)
t

)
(23)

Finally, the posterior probability can be obtained using (23).
It will be used to indicate that the vehicle is driving on the bridge
if the posterior probability is larger than 0.5.

IV. EXPERIMENT RESULTS

A. Experiment Setup

The experiments took place in the Shinjuku area of Tokyo,
Japan. The environments of on and under viaduct are illustrated
in Fig. 7. Four driving scenarios are tested:

1) keep driving on the bridge
2) keep driving in the street (under bridge)
3) driving from the street and climbing up to the bridge and
4) driving from the bridge and descend to the street.
A consumer-grade GNSS receiver, u-blox M8N evaluation

kit, is used to record RINEX [43] and NMEA [44] data. Aerial
point cloud data are purchased to provide the altitude of viaduct
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Fig. 7. Tested environment in Tokyo, Japan (courtesy of Google Street View).

Fig. 8. Experiment setup. (a) aerial point cloud data, (b) consumer-grade
GNSS receiver and (c) automobile used in the data collection.

and street because they are not provided in the OSM. They are
shown in Fig. 8. The patch antenna is attached to the top of
the automobile. A camera synchronized with a GPS receiver is
equipped to label whether an automobile is actually driving on
a street or bridge. The dates of data collection are 18th February
and 23rd May 2016. The first group of data are used to train the
model as shown in Fig. 6. The second group of data are used to
evaluate the proposed method. Four methods are tested, each of
which apply different levels of information:

1) HMM estimation considering satellite visibility (SV)
2) HMM estimation considering height estimated by the

GNSS receiver
3) Proposed method (DBN+PF) using SV and NMEA
4) Proposed method (DBN+PF) using SV, NMEA and

RINEX.
There are five particles equally distributed from 0 to 100 me-

ters in Methods 3 and 4.

B. Evaluation of Height and Viaduct Recognition

The results of Scenario 1, 2, 3 and 4 are shown in Figs. 9,
10, 11 and 12, respectively. The x-axis of both top and bottom
panels is GPS time in units of seconds. The y-axis of the top
panel is the probability of the decision of vehicle driving on
bridge, namely, P (Bt = on). The ground truth of recognition
is labelled by observing the video that is recorded. The y-axis
of the bottom panel is the driving altitude of an automobile
estimated by different methods. The block dash line denotes
the height of the street and bridge. The ground truth of driving

Fig. 9. Result of test Scenario 1, vehicle keeps driving on bridge.

Fig. 10. Result of test Scenario 2, vehicle keep driving on street.

altitude is labelled by adding the street/bridge height with the
height of the automobile (about 2.1 meters).

In the scenario of driving on bridge, as can be seen from the
bottom panel of Fig. 9, the GNSS receiver can accurately deter-
mine the driving height of the automobile (green line) most of
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Fig. 11. Result of test Scenario 3, vehicle drives from street and climbs to
bridge.

Fig. 12. Result of test Scenario 4, vehicle drives from bridge and descends to
street.

the time. The number of receivable GNSS signals is sufficient
because the signal reception on the bridge is much healthier
than the reception under the bridge. Therefore, both HMM us-
ing the receiver-calculated height or SV can also successfully
recognize that the vehicle is driving on the bridge. The two
DBN methods also accurately estimate the driving altitude and
correctly recognize that the vehicle is driving on the bridge after
few iterations.

The result of Scenario 2 is shown in Fig. 10. As shown in the
bottom panel of Fig. 10, the altitude estimated by the GNSS re-
ceiver is fluctuating and very unstable. Accordingly, the HMM
using the receiver-estimated height cannot correctly determine
whether the vehicle is driving on the street or bridge. Interest-
ingly, HMM using SV can roughly indicate that it is driving
on the street, excepting the middle part of the figure. The ve-
hicle stopped at the intersection several times during the test;
hence, the satellite visibility becomes unreliable as mentioned
in the methodology Section. At these particular periods, the
trained vehicle on-under bridge determination model (as visu-
alized in Fig. 6) will not be used in DBN+PF-based methods.
The states of the particle, P (Bt = on) and Ht , will remain the
same as those in the previous epoch because the vehicle is stop-
ping. However, DBN based on NMEA data and SV also still
falsely recognizes the driving status in the middle part; both the
receiver-estimated height and SV are giving erroneous indica-
tion in this middle part. DBN using RINEX data can avoid faulty
recognition. This method gives proper weight to each particle
based on the SSE of the pseudorange residual as shown in (19).
As a result, the particle with lower altitude is given a higher
weight compared with the particle with higher altitude. Thus,
the method can make the correct recognition.

The result of Scenario 3 is shown in Fig. 11. The automo-
bile drives on the street then climbs to the bridge. As shown
in the top panel of Fig. 11, HMM using receiver height in-
correctly estimates that the vehicle climbs to the bridge about
4 minutes earlier. Again, HMM using SV can roughly recognize
where the vehicle drives. Both DBN methods are also capable
of recognizing the driving status and accurately estimating the
driving altitude. The DBN methods are inferred by the SIR par-
ticle filter. The height Ht of particles is propagated based on
the P (Bt−1 = on), which is strongly correlated with satellite
visibility.

As a result, both DBN-based methods achieve satisfactory
results. It is interesting to note the duration of climbing, which
is indicated as the vertical dashed lines in Fig. 11. The proposed
DBN methods only delay a few seconds to correctly determine
that the vehicle is climbing onto the bridge.

The performance of the scenario of driving from the bridge
and descending to the street is similar to the previous scenario.
When the vehicle descends to the street, the vehicle drives very
slowly because of a traffic jam. In this case, the pre-defined
velocity threshold cannot fully indicate whether the automotive
motion is stopping or moving. As a result, states P (Bt = on)
and Ht of the particle remain the same during the descent. DBN
methods therefore require more time to successfully recognize
that the vehicle is descending from the bridge. Although there
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Fig. 13. Result of test Scenario 3, vehicle drives from bridge and descends to
street in second experiment area.

is a delay in recognizing the transition from bridge to street, the
proposed system maintains high stability in both the on- and
off-bridge periods.

C. Evaluation of Height and Viaduct Recognition at Second
Experiment Area

In order to show the effectiveness and generalizability of the
proposed model, an additional experiment in a different area of
Tokyo is conducted. The result of the scenario of climbing from
street to bridge is shown in Fig. 13. As can be seen, the height
estimated by the GNSS receiver suggested that the vehicle kept
driving on the bridge. Satellite visibility can indicate whether
the vehicle is driving on or under the bridge. As a result, both
DBN methods are also capable of determining the height of
the vehicle. It is important to note that the proposed model is
effective in the different viaduct areas in Tokyo. However, if
the sounding area of a viaduct is not as high (i.e., narrow) as
Tokyo, the proposed model might not be very effective due to
its dependence on satellite visibility. In this case, the proposed
model needs to be retrained using more data in order to cover
all viaduct scenarios. This does not mean that the proposed
approach needs to retrain for every specific region and viaduct.

D. Overall Performance

Several data of the four driving scenarios are recorded to
investigate the performance of the proposed methods. Fig. 14
shows the recognition rate of the proposed methods. Successful
recognition is defined as P (Bt = on) being larger than 50% if
the vehicle is driving on the bridge and vice versa.

All methods can perfectly recognize if the vehicle is driv-
ing on the bridge. HMM using receiver-estimated height or SV
do not perform well in the other three scenarios. On the other
hand, the DBN-based methods have satisfactory performance,
a more than 80% recognition rate in all scenarios. To further

Fig. 14. Recognition rate of the proposed method in four typical driving
scenarios in the vicinity of viaduct.

TABLE I
MEAN OF POSITIONING ERROR OF THE PROPOSED METHODS

IN VERTICAL DIRECTION

On bridge
(m)

Under
bridge (m)

Street to
bridge (m)

Bridge to
street (m)

GPS receiver height 2.45 11.94 35.78 13.27
DBN+PF (NMEA) 1.13 2.64 2.02 4.92
DBN+PF (RINEX) 1.54 2.45 1.79 3.34

TABLE II
PERFORMANCE OF DBN BASED ON RINEX USING DIFFERENT NUMBERS OF

PARTICLES DISTRIBUTED BETWEEN 0 TO 100 METERS

Particle
number

Recognition
rate

Mean of
height error

Std. of
height error

On bridge

2 87.82% 2.13 m 3.13 m
5 100% 1.07 m 1.24 m
10 100% 1.15 m 1.36 m

Under bridge

2 53.4% 5.96 m 2.94 m
5 100% 2.06 m 2.08 m
10 100% 1.97 m 1.94 m

Under to on bridge

2 88.11% 3.00 m 4.08 m
5 92.52% 2.15 m 3.29 m
10 92.52% 2.19 m 4.93 m

Bridge to street

2 63.98% 5.13 m 6.14 m
5 95.77% 3.09 m 3.00 m
10 94.12% 3.44 m 3.27 m

improve the performance of the proposed method in transition
driving exiting or entering a viaduct, an additional class (transi-
tion) could be added to decision B as {on, transition, under} in
the proposed model. However, the data collection and labelling
of the transition data are challenging. The performance of the
DBN methods in estimating vehicle driving altitude is listed in
Table I. DBN based on NMEA and RINEX measurements can
obtain an accuracy of less than 5 and 3.5 meters in mean error,

Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on July 26,2023 at 11:13:54 UTC from IEEE Xplore.  Restrictions apply. 



HSU et al.: INTELLIGENT VIADUCT RECOGNITION AND DRIVING ALTITUDE DETERMINATION USING GPS DATA 183

respectively. In fact, the height difference between street and
bridge is around 20 meters; 3.5 meter accuracy is supposed to
be sufficient to distinguish driving on bridge from driving on
street. Finally, similar to the conclusion obtained from Fig. 14,
the more information (SV, NMEA and RINEX) that is used, the
better the performance.

Moreover, the impact of different numbers of particles in the
proposed DBN method using SV, NMEA and RINEX (Method
4) is evaluated. The result is listed in Table II. In general, the
performance of the method using two particles is worse than that
using five and ten. The performance of five and ten particles is
very similar. Thus, we conclude that 5 particles is enough for
the proposed DBN method.

V. CONCLUSIONS

Due to the density of the population in capital cities, the driv-
ing networks are more complicated than ever. Viaducts play
an important part in the design of urban highways. They are
used extensively in highly urbanized cities such as Tokyo, Hong
Kong and Taipei. Current GNSS navigators suffer from signal
blockage in the vicinity of the viaduct (bridge) area, resulting
in erroneous determination of where the vehicle is driving, es-
pecially in terms of altitude direction. Based on the nature of
signal blockage when driving “under” the viaduct, satellite vis-
ibility has the potential to indicate the scenario in which the
vehicle is driving. This paper, therefore, first proposes a vehicle
on-under bridge determination model based on the estimated
vehicle height and satellite visibility. Due to the existence of
discrete and continuous states, a DBN is designed and inferred
by a SIR PF. According to the experiment result, the proposed
method can successfully estimate the driving altitude of vehi-
cles and determine the driving area in four typical scenarios.
Overall, a more than 80% recognition rate can be achieved.

This paper proposes improving the on-under bridge determi-
nation ability of a standalone GPS navigator for advanced driver
assistant systems. However, this technique can also be extended
to the research field of probe data-based city development and
traffic analysis.
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